Dimensional Accuracy of Digitalized Stone Models Obtained from Alginic Acid Polymer and Poly-dimethyl-siloxane Impressions
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Abstract: The prognosis of the prosthetic rehabilitation is linked to the proper transfer of the clinical data to the dental laboratory, in the digital or conventional workflow. The aim of the present study was to compare the dimensional accuracy of analog and digitalized models, focusing on the influence of impression polymeric materials on the final digital model. Methods: The master model with standard reference points and the three groups of test models, obtained by alginic acid polymer impression (group A) and condensation-cured poly(dimethyl siloxane) in two impression techniques (1-step putty/light-body-group 1T, 2-steps putty/light-body-group 2T), were measured in four standardized points before and after digitization. The differences from the master model and between the pair analog and digital models was calculated and statistically analysed using Mann Whitney tests (2 groups), and one-way Anova (3 groups) with post-hoc Tukey's Test was applied for pairwise analysis (α=0.05). Results: All analog and digitalized model tests showed altered dimensions from the master model. A general reduction of the digitalized models, in sagittal and transversal dimensions, was observed, comparing to the reference model. The impression material was a significant factor influencing dimensional accuracy. Conclusions: a statistically significant difference was found between most of the models and the master model. However, through digitalization, some of the errors were compensated. The digital models from alginic acid polymer group (group A) registered the highest trueness, with no statistically significant difference (P>0.05) from the reference model.
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1. Introduction

Due to their excellent biocompatibility, satisfactory mechanical properties, and processability, polymers are used in different areas in dentistry, and have fundamental importance as dental impression materials, restorative materials, bone substitutes, or as accessory materials [1,2].

The prosthetic rehabilitation’s success relies on the adequate data transfer from the clinical settings to the dental laboratory [3]. Various materials and techniques for achieving the most accurate models have been described in the scientific literature [4-6] but many possible errors may occur in this multistep process. From the choice of impression material, prone to setting dimensional changes, as well as the applied impression technique, the disinfection protocol, the transport, the type of gypsum used, the setting time, even the time spent between each single step, the indirect digitalization and so on, the entire
Process is crowded with plenty of possible mistakes, influencing the accuracy of the final prosthetic restoration.

Most of the impression materials used nowadays in daily practice are polymers, either belonging to hydrocolloid or elastomeric group, their choice being in accordance to the requirement of each particular case, and the knowledge of their structure and characteristics, will improve the predictability and hence avoid repeat impression/restorations.

The impression materials need to reproduce the detailed replica of the teeth and tissues of the oral cavity. To be used for impressions, the polymeric materials need to have a certain viscosity to prevent displacement of soft tissues, hydrophilicity (a hydrophobic material will lead to holes in the impression surface due to trapped air), a low degree of polymerization shrinkage (to prevent obtaining larger crowns), slight thermal contraction (as it cools from mouth to room temperature), to be non-toxic, easily to be mixed, with short setting time, to be sufficiently flexible to allow removal from the undercut regions without causing distortion and also to have storage stability, to overcome the delay between the taking of an impression and its arrival in the dental laboratory where the model is poured [7].

The results of Samet et al. study [8] regarding the dimensional accuracy of the model stressed the requirement of a more critical evaluation of impressions for fixed prosthodontics, 90% of the tested models presenting one or more observable errors.

Advancements in CAD/CAM technology significantly improved the prosthetic rehabilitation process. The use of a partially or full digital workflow for prosthesis fabrication on a virtual three-dimensional (3D) model became, nowadays, very popular. The virtual model could be obtained in the dental laboratory by scanning the conventional impression, the gypsum model or, directly, based on intraoral scanning of the dental structures [9].

The major aspect needed to be evaluated in the digitalization process is the accuracy. Accuracy is defined in terms of precision and trueness (ISO 5725-1) [10,11]. Precision describes the degree of reproducibility between repeated measurements, and trueness describes the closeness of agreement to the object being measured [12,13].

The direct optical intraoral digitization has been proven to have high accuracy for full digital workflows of single crowns manufacturing, up to one quadrant [14,15]. Scientific literature reports concluded that the shorter the distance, the more accurate were virtual models compared to conventional ones [16,17].

However, for the digital impressions of full-arch restorations, there is not enough scientific clarification [18]. Most of the published studies evaluating the registration of a full arch focused on comparing digital to conventional impression techniques either using extraoral or intraoral scanners [19,20] or compared the accuracy of different extraoral [21] or intraoral scanners [22]. Generally, the methods used to compare the data and calculate the differences were based on best fit alignment, using different metrology software with contradictory results [20,22,23], based on the superimposition algorithms of the used software.

Moreover, the absence of marked reference points and the solely use of virtual marks, as cusps or fossae, could lead to significant differences between measurements with low intra- and interobserver reliability [24,25].

Recently, for comparing full-arch digital impressions to conventional impressions in vitro and in vivo a metal bar was mounted between the first and the second maxillary molar with the aim of improving the trueness assessment [19], but without marking any reference for the anterior sextants.

There are several reasons why the partially digital workflow, including conventional impression taking, gypsum pouring, and indirect digitalization in the dental laboratory is still preferred in most dental practices. Among the main reasons, it can be note the high costs of the equipment, and the learning curve required for its correct use [18,26]. But, also, some clinical circumstances including large edentulous area or reflective surfaces such as metallic restorations, among others, may require conventional impression techniques [27,28].
On the other hand, even with digital workflow, the physical model is needed in certain cases. One example is the requirement of a model for the post processing of a surgical template used in static guided surgery. In such case, the accuracy of the implant positioning is dependent on sum of all errors occurring from clinical examination to the template execution, one of the key factors being the digitalized model [9].

Because in most of the complex prosthetic rehabilitations, orthodontic treatments, or dental implants insertion and restorations, the transfer data of a full arch is required, and the information on the influence of indirect digitalization of models poured from different impression materials and techniques is scarce, we aimed, in the present study, to compare the dimensional accuracy of analog models and digitalized full arch models, obtained by laboratory scanning technique. The influence of the material on scanning accuracy was also evaluated. The null hypothesis was that there were no statistically significant differences in the linear dimensions between the master model and the conventional and digital models acquired via digitalization of stone models obtained from different impression techniques and materials.

2. Materials and methods

2.1. Materials

A basic maxillary study model (typodont, KaVo Dental GmbH, Biberach, Germany), with marked occlusal morphology of teeth, made of plastic reflective material, mounted in a DSE™ Expert dental training simulation unit (KaVo Dental GmbH, Biberach, Germany), was used as master (reference) model. Four standard reference points were set as follows: two on the anterior sextant, on the cusp tip of the right and left canines and one on the posterior sextant of each side (left and right), on the mesi-vestibular cusps tips of the left and right first molar. The four references points were marked by grinding hemispherical landmarks (1.4-mm diameter) with a round burr.

Two type of impression materials were used: condensation-cured polymethyl siloxane (PDS) impression material (Speedex, Coltene, Switzerland), in two consistency (two phase): putty and light body with Universal Activator and Coltene Adhesive; and an alginic acid polymer (AAP), monophase impression material (Elastic Cromo, Pentron, USA).

The condensation-cured silicone used in the present study is based on polymethyl siloxane, a synthetic elastomer with a molecular chain composed of alternating silicon and oxygen atoms (–Si–O–Si–), and belongs to the same group as addition-cured silicones, but having different end-groups, leading to different curing mechanisms [7]. The chemical composition of the condensation PDS is presented in Figure 1a [2]. The siloxane polymer contains hydroxyl terminal groups and the crosslinking is achieved with a tetraethyl silicate; the by-product of this reaction being an alcohol (R-OH). The polymeric material is available in a range of viscosities, depending on the amount of filler that is incorporated, putty and light body were used in our study.

The condensation-cured silicone used in the present study is based on polymethyl siloxane, a synthetic elastomer with a molecular chain composed of alternating silicon and oxygen atoms (–Si–O–Si–), and belongs to the same group as addition-cured silicones, but having different end-groups, leading to different curing mechanisms [7]. The chemical composition of the condensation PDS is presented in Figure 1a [2]. The siloxane polymer contains hydroxyl terminal groups and the crosslinking is achieved with a tetraethyl silicate; the by-product of this reaction being an alcohol (R-OH). The polymeric material is available in a range of viscosities, depending on the amount of filler that is incorporated, putty and light body were used in our study.

The monophase impression material, alginate is based on alginic acid, a polysaccharide extracted from the cell walls of brown algae. Alginic acid is a linear copolymer with homopolymeric blocks of (1-4)-linked β-D-mannuronate and its C-5 epimer, α-L-guluronate. The setting process is a cross-linking chemical reaction, converting the sol to a gel, and is initiated by the release of Ca ions from Calcium sulphate dihydrate. The polymeric network, formed with the calcium ions bridge has the poly(guluronate) and the poly(mannuronate) segments in an “egg-box” configuration (Figure 1b) [29]. Beside the above-mentioned components, the commercial product also contains: Sodium phosphate for controlling working time; Potassium sulphate as setting aid, Sodium silicofluoride for controlling pH, other fillers such as diatomaceous earth for controlling consistency.

Type IV (Elite rock, Zhermack SpA, Polesine, Italy) dental stone (gypsum) was used for pouring all the models.
2.2. Equipment

Arctica dental 3D scanner (KaVo Dental GmbH, Biberach, Germany), using precise striped light projection technology was employed to digitalize the gypsum models and master (typodont) model.

A digital caliper (Digimatic Caliper: CD-15CPX; Mitutoyo, Kawasaki, Japan) with an accuracy of 0.01 mm, was used to perform the direct (analog) measurements.

EXOCAD® DentalCAD, version 2.3 Matera software (Exocad GmbH, Darmstadt, Germany) was used for digital linear measurements.

2.3. Methods

The present study was divided in four stages as follows: (1) impression procedure, producing and (2) digitization of three categories of models and the master model, (3) four standardized linear measurement for each sample, (4) comparisons and statistical analysis.

2.3.1. Impression and model fabrication procedure

Thirty conventional impressions of the reference model were taken as follow: ten impressions with a two-consistency one-step technique using the condensation PDS polymeric impression material (1T), ten impressions with a two-consistency two steps technique using same condensation-cured PDS polymeric impression material (2T) and ten impressions with alginic acid polymer (A).

All impressions were taken by a single calibrated operator from the same 9 o clock clinical position with a two fingers palatal pressure. Metal perforated L size stock trays (Zhermack SpA, Polesine, Italy) were used and, for PDS impressions, adhesive was applied with five brush strokes (approximately 0.2 mL per tray) [30]. The material preparation was performed according the manufacturer recommendations. A timer for a controlled setting was used and impressions were made under standard clinical conditions of temperature and relative humidity (23±2 °C and 50±10%) [31]. The same volume of impression material was employed each time to standardize the study.

Two techniques were used for the condensation PDS two phase material: one-step (1T) and two-steps (2T). For the one-step technique, putty and light body were mixed with universal activator and applied at the same time, whereas for the two-step technique the putty impression is taken first and after setting, 2 mm space was created with scalpel in the made impression and mixed light body material was applied for the second impression [32].

After setting time, the impression trays were removed from the reference model and inspected for defects. All impressions with observable defects or with missing landmarks were repeated.

The gypsum models were manufactured in standard conditions as follows: The type IV Elite rock dental stone pre-weighed with added distilled water, according to the manufacturer’s instructions, was mixed under vacuum using a Venturi Tornado effect mixer (Silfradent, Forli-Cesena, Italy) and poured into the impression on a gypsum vibrator (Renfert, Hilzingen, Germany).

The casts were allowed to set 30 minutes for the AAP impression and 1 h for condensation PDS impression to allow the correct elastic recovery of impression materials [33], and then removed from the impression.
2.3.2. Digitization of the test models

Digitization process of the reference model and the 30 test models was achieved with the same scanner, Arctica, with an accuracy ranging from 10 to 30 µm [34], to obtain 31 scan files (virtual models) in standard tessellation language (STL) format. One single trained operator performed the scanning procedures for all models, including reference model, using the same settings and a powder free technique. The scanner was calibrated before each use according to the manufacturer's recommendations. The digital file of each model was than imported into Exocad software, where the measurements were performed.

2.3.3. Linear measurements

Four type of linear measurements were made using the centre of the reference marks: between the left and right canine cusps (CC); between the first molar’s mesio-vestibular cusps left and right (MM); and between canine cusps and first molar’s mesio-vestibular cusps left and right (CML and CMR, respectively).

Direct measurements (analog) were performed for the reference model and for each test gypsum model, using the digital caliper.

The digital measurements were done, for all digitalized models, using the dedicated Exocad tool for linear measurement [35] (Figure 2).

Analog and digital measurements were performed three times for all models, under standardized conditions for each linear measurement, by a single operator, calibrated, before the experiment to a 0.8 Cohen's Kappa interrelated reliability coefficient. Three readings were made and the mean of the three values were calculated. All measurements were recorded to the nearest 0.01 mm.

The master model and its digital file were measured, using the same analog and digital protocol and the mean of each three consecutive measurements was set as reference (Figure 3).

**Figure 2.** Linear digital measurements in Exocad between the left and right canine cusps (CC); between the first molar’s mesio-vestibular cusps left and right (MM); and between the canine cusp and first molar’s mesio-vestibular cusps right and left (CMR and CML, respectively)

**Figure 3.** Linear analog measurements of the master (reference) model in the center of the marked landmarks: between the left and right canine cusps (CC); between the first molar’s mesio-vestibular cusps left and right (MM); and between the canine cusp and first molar’s mesio-vestibular cusps right and left (CMR and CML, respectively)
2.3.4. Comparisons and statistics

All measurements were synthetized in an Excel table, compared and analysed. Origin Lab Pro 2019 (OriginLab Corporation, Northampton, MA, USA) was used for statistical analysis. The study workflow is presented in Figure 4.

![Flow-chart of the study design](image)

**Figure 4.** Flow-chart of the study design 1T= PDS impression in one-step technique, 2T= PDS impression in two-steps technique, A= AAP impression. Precision was evaluated between the mean values of each analog/digital tested group assessing the degree of reproducibility. For trueness, all the analog and digital models were compared to the analog measurements of the reference model, set as reference data.

Mean values, standard deviation and confidence interval were calculated for each group. Mean value of each individual measurement was also calculated and then compared with the original means obtained from the analog master model. The differences between the mean values of stone and digitalized models and master model were determined. If negative, the data indicated that there was decrease of the distances (shrinkage); if positive, it indicated volume increase (expansion).

Digital versus analog differences to each measurement level for each model type were obtained through Mann-Whitney tests for 2 groups, one-way analysis of variance (Anova) for 3 groups and post-hoc Tukey’s Test was applied for pairwise analysis (α=0.05). Levene’s test was applied to assess normal distribution. P < .05 was considered statistically significant.

The required sample size needed to attain a power of 80% was calculated to a minimum of 10 models, based on an acceptable difference between the mean and standard deviation (SD) of 0.2 mm, based on the previous Kaihara’ study results [36].

3. Results and discussions

3.1. Precision evaluation of the different categories of models

Table 1 shows the means, standard deviations and confidence interval, measurements of precision for the three groups of impression procedures and digitalized casts. To assess precision, the reproducibility of each type of model obtained from different types of polymeric impression materials were evaluated. The ten gypsum models, poured from the different polymeric impression materials and techniques, as well as the obtained digitalized models, were compared to each other. The lowest standard deviation (±0.11 mm), showing high reliability, was determined for the gypsum model obtained from the one-step technique PDS impression used in this *in vitro* experiment. On the opposite site, the gypsum model poured from the alginate acid polymer impression registered the lowest precision, ±0.52 mm, (Table 1).
Due to these results, the digitalized version of the master model was not considered for further comparisons. A high shrinkage of the scanned model was noticed (Table 2).

Table 2 shows the differences between the means of three measurements for the master (reference) model and its digitalized version. As it could be observed, a high shrinkage of the scanned model, of more than 1 mm (1.96 mm for CMR), was noticed on antero-posterior and transversal posterior dimensions. For the transversal anterior measurement (CC), a reduced extension (-0.20 mm) could be observed (Table 2). Due to these results, the digitalized version of the master model was not considered for further comparisons.

### Table 2. Differences, in mm, between means for the master (reference) model and its digitalized version

<table>
<thead>
<tr>
<th>Reference model</th>
<th>CML Mean ± SD</th>
<th>95% CI</th>
<th>CMR Mean ± SD</th>
<th>95% CI</th>
<th>CC Mean ± SD</th>
<th>95% CI</th>
<th>MM Mean ± SD</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analog (n=10)</td>
<td>21.40</td>
<td></td>
<td>20.90</td>
<td></td>
<td>34.50</td>
<td></td>
<td>54.20</td>
<td></td>
</tr>
<tr>
<td>Digital</td>
<td>19.70</td>
<td></td>
<td>18.94</td>
<td></td>
<td>34.70</td>
<td></td>
<td>53.15</td>
<td></td>
</tr>
<tr>
<td>Differences of means</td>
<td>1.70</td>
<td>1.96</td>
<td>-0.20</td>
<td>1.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CMR- canine-molar right, CML- canine-molar left, CC- canine-canine, MM-molar-molar

### 3.2. Comparison between tested models and reference model

The results of differences between mean values for analog and digital linear measurements and master model and their statistical significance are presented in Table 3.
The results showed for analog measurements that models registered a general shrinkage, except for the A group. The highest difference (shrinkage) noticed was -0.96 mm (-960 µm) on the right canine-molar measure in one step PDS technique gypsum models (Table 3).

The digital measurements results indicated a general downsizing of the digital models, with statistically significant lack of trueness comparing to the reference model, except for the digitalized A group. The greatest lack of trueness (expansion) of 1.99 mm was measured at the canine-molar on the right side, at the two steps impression technique group of digitalized models (Table 3).

For trueness assessment, Mann-Whitney test was applied to find out if there was a statistically significant difference between the tested models and the reference model. As it could be observed in Table 3, the tested models obtained from PDS impressions, in one or two steps technique were proved to be statistically significant different from the reference model. The difference was also observed after digitalization.

Although the gypsum models obtained from AAP impression were statistically significant different at CML, CMR and MM linear measurements, their digitalized format registered no statistically significand differences as compared to the master (reference) model (Table 3).

3.3. Difference between analog and corresponding digitalized models

To assess the accuracy of the digitalized models comparing to the gypsum corresponding models, the differences between the means for each group of reference landmarks was calculated and the results are shown in Table 4. A transversally and sagittal shrinkage of the virtual models from their corresponding analogues gypsum models could be noticed (Table 4).

### Table 4. Differences between the means and statistical significance of gypsum models and their corresponding digitalized models

<table>
<thead>
<tr>
<th>Group</th>
<th>Differences, in mm, between the means of analog and corresponding digitalized models in mm (statistical significance – P values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CML</td>
</tr>
<tr>
<td>1T</td>
<td>1.31 (P&lt;0.00)</td>
</tr>
<tr>
<td>2T</td>
<td>1.29 (P&lt;0.00)</td>
</tr>
<tr>
<td>A</td>
<td>0.69 (P&lt;0.00)</td>
</tr>
</tbody>
</table>

1T= models obtained from PDS impression in one-step technique, 2T= models obtained from PDS impression in two-steps technique, A=AAP, CMR- canine-molar right, CML- canine-molar left, CC- canine-canine, MM-molar-molar; Mann-Whitney test was applied, * Statistical significance: P < 0.05

3.4. Comparison between the three types of models obtained from different impression techniques and materials

Statistical significant differences were found between all analog and digitalized models, at all measured parameter, except for the analog models at CMR and MM between 1T and 2T, and at CC between A-1T and A2T; and for the digitalized models at CML, CMR and MM between 1T and 2T, and between 1T and A at CC level (Table 5).

### Table 5. Statistical significance between the three groups of analog and digital models

<table>
<thead>
<tr>
<th>Groups</th>
<th>CML</th>
<th>CMR</th>
<th>CC</th>
<th>MM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1T</td>
<td>2T</td>
<td>A</td>
<td>1T</td>
</tr>
<tr>
<td>Analog</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Digital</td>
<td>1T</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2T</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
</tbody>
</table>

Statistical significance between test groups assessed according to one-way Anova with post-hoc Tukey's test applied for pairwise analysis. Levene's test was used to assess homogenity of variance: 0=no statistical difference, X=statistical difference at P < 0.05. 1T= models obtained from PDS impression in one-step technique, 2T= models obtained from PDS impression in two-steps technique, A=AAP, CMR- canine-molar right, CML- canine-molar left, CC- canine-canine, MM-molar-molar
3.5. Discussions

For the polymeric materials used in dentistry, the performance requirements are tailored for their specific applications, but the fundamental principle of biomaterials is consistent: appropriate biomechanical properties, reduced volumetric changes, coupled with excellent biocompatibility and biological safety, the chemical structure of the polymer determining its properties, and the properties being closely related to their clinical applications [37–41].

Two type of impression materials widely used in daily practice were evaluated in the present study. PDS materials are recommended by the clinicians for fixed dental restorations, being more prone to long-term volumetric stability. On the other hand, irreversible hydrocolloids such as AAPS, recommended mostly in removable prosthodontics and orthodontics, despite of their low cost, ease of use and the ability to obtain relative precise impression, had a major drawback related to the ability to shrink or expand depending on the water content, making them long term unstable [42].

For the condensation-cured PDS, composed from a base paste, containing polymethyl siloxane fluid with a filler, and an activator paste of tetra-ethyl silicate (the cross-linking agent), the amount of activator paste used is extremely important for achieving accurate impressions; insufficient tetra-ethyl silicate lead to an incomplete cure, leaving a material with poor mechanical characteristics, and an excess of tetra-ethyl silicate also gives an incomplete cure, leaving many unreacted ethyl end-groups. Moreover, the release of volatile by-products, originating from the polymerization process (such as R-OH), will lead to a certain degree of contraction. Despite of the fact that the poly(dimethyl siloxane) impression materials condensation-cured used in the present study was described as a material of the last generation, with included pre-condensed dimension controller, which guarantees a greater flexibility, elastic recovery and dimensional stability for many days [1], a statistical significant shrinkage (contraction) of the full arch models was noticed, with both techniques used (Table 3).

The good results obtained with the AAP in the present study, could be explained by strictly following the producer’s recommendations, therefore, the AAP conventional and digital models registered the better trueness comparing to silicon models. For PDS, the volumetric changes in the model were probably due also to difficulties in impression removal, linked to higher rigidity and hardness of elastomeric materials [43].

The digital models of the dentition can be obtained by either direct 3D scanning of the oral cavity, using intraoral scanners, or by indirect 3D scanning of cast models made from conventional impressions, using desktop (laboratory) scanners [44], or cone-beam computed tomography (CBCT) machines [45]. Despite of the advantages of the intraoral (direct) scanners over conventional impression methods, in terms of increased procedure comfort, and improved communication between patient, clinician, and dental laboratory, several clinical and economic factors limited their use. For indirect digitalization of casts or impressions, the extraoral laboratory (desktop) scanners are either tactile or optical. With a greater precision and significantly shorter scanning time [34], optical scanners uses electromagnetic wave, typically light, to capture the information of the models. The dental 3D scanner used in the present study is a Structured light scanner, considered, among other laboratory scanners using this technology, the best scanners because they can gather much more information per scan than can other types of non-contact scanners such as Laser light scanners or Confocal microscopy and confocal holography scanners [46,47].

The wide-field, high-resolution images obtained with the Structured light scanner, similar to the other non-contact scanners, are affected by the surface characteristics. For example, translucent surfaces return light to the scanner not only by reflection but also by refraction, which can alter the measurement [44]. This mechanism explained the great inaccuracy of the digitalized version of the reference model (Table 2). The reflective material of the typodont KaVo reference model did not allowed a precise scanning, therefore, the digitalized version of the model was not considered as digital reference in the present study.

Due to the extensive requirements of digitalization of conventional models, in partially digital workflows, a great number of studies were performed recently on the accuracy of full arch digital models [20,22,25,45,48,49], assessing different type of scanners used to digitalize the gypsum models [45], different scanning techniques [25], comparing different type of impression materials to digital...
impressions [20,22], but the evaluation of the factors involved in indirect digitalization such as the influence of the impression materials or techniques on the accuracy final digital model is limited. The present study aimed to assess the accuracy of full arch models, obtained by pouring impressions from two different materials and two techniques frequently used for arch registration for implant planning, orthodontic treatment or prosthetic rehabilitation, before and after indirect digitalization.

In general, two modes can be used to analyse the accuracy of different conventional and digital techniques [50,51]: the first one consists of the comparison of the models (linear or volumetric) [52,53], and the second consists of the comparison of the marginal and internal fit of the final dental restorations.

Regarding the second evaluation mode, several in vitro studies reported results showing clinically acceptable fit of prosthetic rehabilitations obtained from a digital impression technique compared to conventional impressions [13,54–59], but it should be noted that these conclusions were based on the entire production process of the restoration evaluation.

In the present study models were compared using linear measurements to assess the antero-posterior and transversal shrinkage/expansion and to establish if these linear changes will be compensated after digitalization, using a desktop scanner. The volumetric three-dimensional superimpositions is recommended by some authors to analyse dimensional changes of impressions and models [52,60,61]. However, three-dimensional investigation procedures use a best-fit alignment which could mask distortions by moving the distorted models in the most optimal position to match the reference model. On the other hand, linear distance measurements provide information about the absolute deviation and was preferred in our in vitro investigation, in accordance to Kuhr’s recommendations who stated that linear distance measurements are suitable for measuring trueness of full arch impressions for both conventional and digital impressions [61].

Another concern for accurate measurements is the landmark locations. Rossini et al. reported that the greatest proportion of errors in linear measurements occurred during the landmark-locating step, due to the lack of physical marks. For reliable comparative measurements, hemispherical landmarks (1.4-mm diameter) were grinded on the cusp tip of the right and left canines and on the mesio-vestibular cusps tips of the left and right first molar. The diameter of the grinded landmarks could not be reduced without affecting their reproducibility in the impressions, gypsum and virtual models. Many other studies reported the use of physical landmarks, usually balls, with diameters between 1.4 mm [62] and 5 mm [63], but Keul and Guth proposed a straight metal bar connecting the second molars of the left and right maxillary hemi-arch. However, for the retention of the landmarks, luting cement is needed an could lead to further inaccuracy.

Kim et al. uses the measurement of surface reference points with high trueness coordinate measurement machines (CMMs) [25], but with some shortcomings such as lack in scan speed and less accurately in measuring freeform surfaces because of the geometric size and shape of the tip (probe) [52]. However, in our study the analog measurements of the typodont model was considered as references, therefore a digital caliper was used for measuring all analog models and the digital models were measured in Exocad software, with the dedicated measurement tool. According to previous reports, the differences between the golden standard caliper linear measurements on gypsum models and those from digital models were considered clinically insignificant [13,64,65].

Precision was evaluated taking into consideration the reproducibility of the analog and digital models of each impression type group. The highest reliability, evidenced by lowest standard deviation, was observed in 1T and 2T gypsum models, at the transversal anterior region (CC) from 1T technique (±0.11 mm) and at the transversal posterior region (MM) for 2T technique (±0.16 mm), respectively. The lowest reproducibility was ±0.52 mm (for transversal CC measurements), registered for the gypsum models poured from AAP impressions. For the digitalized models, standard deviations were between ±0.16 mm (MM 2T PDS group and CMR A group) and ±0.51 mm (MM A group) (Table 1). However, in all analysed data, the maximum standard deviation was ±0.52 mm, considered in the limit of clinical acceptability [13,64,65].
Trueness was evaluated by comparing each different group to the master (reference) model. All test measurements were different from the master, with a general shrinkage on the gypsum models, except for the anterior region (transversal CC) for 1T silicon and for all A group, were a slight extension was noticed (Table 3). These results are partially in consensus with Vitti’s study [66], where all distances measured showed altered dimensions with significantly negative linear changes (shrinkage). The most important difference was 0.96 mm (960 µm) on the right canine-molar sagittal measurement in 1T PDS technique. This value was higher comparing to other studies [10] reporting differences up to 50 µm in the posterior region.

Related to the impression technique, models poured from PDS impression presented differences from the reference model in sagittal dimension, with higher values for one step technique. The models poured from AAP impression showed the smallest discrepancies related to the master model. The lower trueness of condensation PDSs impression materials could be explained by evaporation effect of volatile components such as ethanol, that could lead to dimensional stability and accuracy alteration [67]. This result are different from Vitti and co-workers findings [66] who reported no differences among the impression techniques.

After digitalization, the downsizing of the virtual files was even more observable (Table 3), and the dimensions reduction is not symmetrical. The asymmetrical differences were also observed by Ender and co-workers who reported digital models with highest posterior deviations located only at one side of the models [10].

Sagittal errors in virtual models was identified in other studies, as well [68,69], digital impression technique accuracy depending on the length of the scanning area [69]. The different results of the virtual models’ measurements resulted from the digital impression in a laboratory scanner could be explained by the different distance and area exposure of the model in the scanning process. Other studies also reported asymmetrical errors of digital models in the distal molar area, more predominant in one side [10,22].

All models, analog and digitalized, were statistically significant different from the reference model (Table 3) except for the digitalized A group of models. The best compensation of shrinkage/expansions after digitalization was observed for the models poured from AAP.

The extent of compensation was assessed by comparing digitalized to corresponding analog models (Table 4). A difference between 0.20 mm and 1.31 mm was observed between the means of analog and corresponding digitalized models, a longitudinally and sagittal shrinkage of the virtual models being evidenced. This shrinkage is statistically significant for all digitalized models, Table 4.

When the three group of models were compared, statistically significant differences were observed between all analog and digitalized models, at all measured parameter (Table 5) for the digitalized models. The main differences between the three types of models, registered at CMR measurement in our research could be related to the impression removal technique.

With few exceptions, there were statistically significant differences between most of the models and the reference model, in the present study, with regard to the measured parameters. Therefore, the null hypothesis had to be rejected.

A general “shrinkage” of the digitalized models was observed after scanning comparing to the reference model (Table 1 and Table 2). This fact was also reported in previous studies [25,70,71] and researchers suggested that this tendency of “downsizing” of the digital models might be due to the algorithms used in the conversion software [71,72]. Digital models with statistically significant smaller measurements than the true measurements were also obtained by Kim et al. who used for digitalization of plaster models intraoral scanners, desktop scanners and CBCT scan [25], downsized virtual models being obtained with all digitalization techniques. However, it should be note that, in the present study, when AAP was used as impression material, the errors were “compensated” and the obtained digital model was not statistically significant different to the reference model, in all measured parameters (Table 3).

However, we must consider that in our study the virtual models were obtained by indirect digitalization of the analog models. Errors within the maximum allowable tolerance for dimension
changes were obtained with AAP by direct scanning the impression by Kim et al., therefore, they proposed the possibility of digitization of AAP impressions in the future with good economic impact [42]. The conventional models obtained from PDS impression, using both techniques (1T and 2T) registered a general “shrinkage” also reported by other researchers [42], and the dimensional changes were amplified by digitalizing the models, leading to virtual model with less trueness. No statistically significant influences regarding accuracy were observed when different impression techniques were used (1T versus 2T).

Digitalization of the gypsum models is still required in the CAD/CAM workflow in a large number of dental fields, and for increasing trueness, the use of an impression material with less “shrinkage” or slight “expansion”, such as AAP in the present study, that will compensate the digital cast volumetric changes, could be an option for increasing accuracy of the final digital file.

Study limitations: two-dimensional measurements have been used to determine the geometrical changes. Because the measurements were taken at a limited number of sites the object is only partly analysed for geometrical changes. Moreover, only two impression materials were analysed and three impression techniques. These materials were preferred due to the fact that most preliminary impressions for dental implants planning and insertion, orthodontic analysis and treatment planning and also prosthetic reconstruction planning are performed with these impression materials and techniques. Further studies involving other impression materials and their influence on the digital model need to be done.

5. Conclusions
In the limit of our study, the following conclusions were drawn: a statistically significant difference was found between most of the models and the master model. However, through digitalization, some of the errors were compensated. The models obtained from digitalization of the models poured from AAP (Algic Acid Polymer) impression registered the highest accuracy compared with the ones poured from condensation-cured PDS (Poly-dimethyl siloxane), with no statistically significant difference from the reference model.
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